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	Abstract: 





	The paper presents some recent results on the development of a transputer-oriented  program set  for  dynamic simulation of manipulating robots instrumented with adaptive control systems.  The results  of robot trajectory motion simulation are cited showing the efficiency of the adaptive control. A study on features of concurrent computations applied to electromechanic system control and simulation problem and a comparative efficiency analysis of different processor types are made.





	Introduction





	Dynamic system (DS) real-time control as well as simulation falls into non-traditional areas of parallel computation applications.  The main problem lies apparently in the fact that a DS is usually described by a set of differential or difference equations which are "strongly coupled", i.e. contain a relatively great number of common variables [3]. When solving these equations numerically, the artificial (algorithmic) parallelism is possible, i.e. the initial problem may be decomposed into several processes (in terms of Occam language), and at every step of the solution the interchange of common variable values between the processes should be made.  Such kind of parallelism is essentially disadvantageous when implemented on a single processor (quasiparallelism) because of an unfavourable correlation between the time of individual process execution and the exchange time. As a result, the quasiparallel program is executed slower than the sequential one.


	With computer network the performance increases with a rise of the "processor number / process number" ratio. However, the load of each processor decreases simultaneously and the cost of entire system growse. The transputer is greatly exceeded in "performance/cost" index by digital signal processors.





1. Parallel technology application for electromechanic system control and simulation





	Some estimates of the efficiency of the algorithmic parallelism, when implemented by transputers, as well as estimates of the comparative efficiency of different processor types were obtained by means of simulation of an adaptive tracking system. It was modelled by a set of 7 differential and 6 algebraic equations.


	The system was programmed in C, 3L_c, and Occam 2 languages and run on T805 transputer, IBM PC/AT (80386/80387, 16 MHz) and on the TMS320C30 digital signal processor board. The results of testing the execution time and the performance are summarized in the table.


	Thus the execution time for the transputer is 8...10 times smaller than for the IBM 386, the Occam program being more efficient than the 3L_c one by a factor 1.5.
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	When executing the task on the TMS320C30, the program and the data were placed into different internal units of the chip. Relatively long execution time (as compared with the time to be expected) is caused by top dissimilarity of the task from the vector data processing task (by which the TMS320C30 architecture is guided) and, as a consequence, by impossibility of efficient pipeline implementation.


	To solve the mentioned equation set on two transputers, the task was devided into two processes, an exchange between them at each iteration of Runge-Kutta procedure being handled over transputer links. The mode of the division was chosen to minimize the variable number to be exchanged (here the number is equal to three). The task was programmed in Occam 2. The testing results are presented in the table.





�
Execution time 


(1 step), ms / performance, Mflops�
�
Single transputer�
0.28/0.86�
�
Two transputers �
0.15/1.5�
�



	So executing the task on a single transputer with optimal parallelizing results in time loss by 33% as compared with the sequential program running on a transputer; implementation of the parallel program on two transputers reduces the execution time by 44%.


	Application of parallel processing to electromechanic objects can prove itself when it is necessary to increase the quality of system operation essentially through application of a complicated control algorithm which can't be implemented in real time by other means. Manipulating robots and similar mechanisms with multiple degrees of freedom, used for precise reproduction of specified trajectories, serve as examples. In such systems a typical case of geometric parallelism takes place: one control transputer corresponds to one joint tracking drive.





2. Application of transputer networks to manipulating robot adaptive control





	Further gain in dynamic precision of manipulating robots at intricate trajectory reproduction can be achieved by the use of adaptive control algorithms [6],[7]. In [1] direct adaptive control structures with parametric adjustment and majorizing functions were developed for a class of interconnected non-linear time-varying mechanical plants. The interconnected adaptive control is of the form      uai(q, q') = ualoc.i(qi, q'i)+uadec.i(qj, q'j);  �ВНЕДРИТЬ Equation ���, where ualoc.i is a local adaptive control input that deals with the problem of keeping a desired performance of a joint own dynamics under conditions of non-linear disturbance action of cross-links with other joints; uadec.i, �ВНЕДРИТЬ Equation ���, is decoupling adaptive control input intended for active suppresion of coordinate disturbances of cross-links with other joints, owing to adaptive adjustment of decoupling law parameters; the angles qj are manipulator generalized coordinates; m is number of degrees of freedom.


	Transputers and other concurrent-computation-oriented processors are splendidly suitable for implementing the above mentioned control law because of its complexity and the need of several robot joint interconnected control. At the St.Petersburg Electrical Engineering University a program set was developed and debugged on the Parsytec`s transputer hardware for real-time simulation of dynamics of manipulating robots and other interconnected non-linear time-varying mechanical plants controlled by adaptive algorithms, for example on-board and ground antenna sets and gyro systems, multi-purpose complexes for testing the power machines and control systems in aircraft and space equipment, etc.


	Adaptive control algorithms for interconnected mechanical plants with multiple degrees of freedom are naturally decomposable by manipulator joints, which is a classical example of geometric parallelism [6]. This is also true for mathematical models of the plants themselves, however, when implemented by transputers the joint-parallelized model of a multi-joint plant, an additional balancing of the transputer workload is required in most cases because of different right-hand part complexity of joint equations. A more detailed parallelizing the computation process for every joint (algorithmic parallelism) isn`t expedient because of light load falling on transputers, the capacity of information transmitted over links being increased at the same time [5].


	For effective  parallelizing of the manipulator program model by joints, the right-hand part structure of transport motion differential equations was examined [4] for three-joint anthropomorphic robot (planar absolutely rigid one installed on a rotating basis). For this purpose, above all, it was necessary to reveal the common variables, that is, the variables handled by more than a single transputer. The following variables of the 2nd and the 3rd joins are presented in right-hand part of 1st joint differential equation: q2, q3, q'2, and q'3. In its turn the right-hand part of the 2nd joint equation contains q'1, q3, q'3, and the right-hand part of the 3rd joint equation - q'1, q2, and q'2. Consequently, it is necessary to ensure an exchange of the above variables between all three transputers in each step of simulation before calling the subroutine for right-hand part calculation.


	A block diagram of the three-joint-manipulator parallel model [2] with interconnected adaptive control algorithms is shown in fig. 1. Letters u10, u20, u30 denote joint reference inputs.





�


Fig. 1





	Besides the robot program modeling, the simulation problem includes the trajectory generation problem, the direct and the inverse kinematics problems which are implemented as separate subroutines. To increase the computing speed, it gives more advantageous to duplicate the trajectory generation and the inverse kinematics problem programs in view of their small capacity in each of transputers, rather than to organize their execution by a separate transputer and, thereafter, to transfer the data to other transputers of the network. On the contrary, the direct kinematics problem must be solved by a single transputer, namely, network root transputer (T0), for in this case the Cartesian coordinates of an immediate point of the robot trajectory could be displayed by host computer in minimal time. To ensure the direct kinematics problem solution, the T0 must receive the value of q1 from the T1 and the value of q2 from the T2.


	The software developed consists of three parts[2].


	The first part is a parallel C program running on transputers in software environment PC PARIX developed by Parsytec-Petersburg. It serves the following functions: 1) robot trajectory program-aided generation; 2) solution of the direct and the inverse kinematics problems; 3) numerical solution, by the Runge-Kutta method, of differential equation systems describing the robot dynamics; 4) implementation of robot tracking drive adaptive control algorithms.


	The second part is a program running on the IBM PC in MS-DOS environment and offering the following services: 1) dialog with a user; 2) loading the transputers and submitting the transputer part of the software; 3) robot motion trajectory graphical display; 4) saving the simulation results in a disk file.


	The third part of the software is a d-server option file, which contains the transputer network description, the name of the transputer part of the software, the number of the link that connects the transputer module with the host computer, and other system information.


	The hardware of the simulation system includes the Parsytec's MC-3M multicluster (with MTM-2-12 boards instrumented with two T805 transputers) and an IBM PC as a host computer.


	Fig. 2 represents simulation results for the PUMA-560 manipulator when it follows a specified triangular trajectory with the speed of 1 m/s free of adaptive control (plot 1) and with the adaptive control (plot 2). The results indicate that the implementation of adaptive control leads to at least one order increase of manipulator dynamic accuracy (as compared with conventional linear control) when reproducting trajectories at elevated speed.





�


Fig. 2





	The program set may be used in promising control system design for manipulating robots and other interconnected electromechanic objects with multiple degrees of freedom.





	Conclusion





	The paper deals with the development of parallel adaptive algorithms for manipulating robot real-time control. A study on features of concurrent computations applied to electromechanic system control and simulation problem and a comparative efficiency analysis of different processor types are made. Application of parallel processing to real-time control can be reasonable for various interconnected mechanical objects with multiple degrees of freedom, e.g. manipulating robots, where a natural distribution of processors by joints is possible and data exchange over links is minimized. A transputer-oriented program set is developed for dynamic simulation of manipulating robots with adaptive control systems.  The results  of robot trajectory motion simulation are cited showing that the implementation of  adaptive control leads to at least one order increase of manipulator dynamic accuracy (as compared with linear control) when reproducting specified trajectories at elevated speed.
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